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This study investigates the impact of openness to trade and corruption on economic 

development for a cross-section of 143 countries for the year 2000 by analysing the effects 

of trade openness and corruption on income, productivity, innovation, and income  

inequality. Institutional, cultural and geographical factors, and country size are controlled for 

in the analysis. An instrumental variable approach has been adopted in order to address the 

endogeneity of corruption and openness to trade. The age of democracy and gravity-based 

predictors are chosen as the instruments for corruption and openness to trade, respectively. 

The estimates show that corruption negatively affects income per capita, productivity, and 

innovation, while it does not significantly impact income inequality (Gini). The control of 

corruption and the openness to trade affect output per worker through the total factor 

productivity. Both the control of corruption and openness to trade are statistically significant 

determinants of the 90/10 income gap. Landlockedness affects Gini Index directly, even 

after controlling for trade and corruption. These findings have important policy implications. 

For example, on the basis of the estimates, if Botswana improved its control of corruption to 

reach the level of Finland, its per capita income would rise by 2.7 times. 
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1.  INTRODUCTION 
 

Efforts to fight corruption, at both the national and global levels, have been proven 
to be challenging. Understanding its determinants and its causes are essential in order to 
combat corruption. This study analyses the impact of corruption and openness to trade 
on economic development, such as on income per capita, productivity, innovation, and 
income inequality, for 143 countries for the year 2000 by taking into account the 
endogeneity of corruption and openness to trade, and by controlling for institutional, 
cultural, geographical, and historical factors that affect the economic performance of a 
country. To the best of our knowledge, no such overview has been conducted so far. The 
estimates particularly include openness to trade together with geographical and cultural 
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controls. Empirical evidence has shown the importance of openness to trade for 
economic growth (Edwards, 1995; Rodrik, 1995; Frankel and Romer, 1999). However, 
Rodriguez and Rodrik (2000) argued that Frankel and Romer’s measure of openness to 
trade is flawed and just reflects the importance of geographical factors instead. Ortega 
and Peri (2014) extended the work done by Frankel and Romer (1999) by producing a 
gravity-based predictor for trade based on the role of geographical and cultural distance 
between a pair of countries in order to avoid the measurement problem with openness to 
trade. Several scholars emphasize how geography might be the most important direct 
determinant of a country’s development. For example, incidence of tropical diseases and 
poor soil quality may hamper productivity and economic growth (Sachs, 2003). Grier 
(1999) and Acemoglu et al. (2001) argued that the influence of European colonial 
settlers might explain today’s prosperity. Therefore, in addition to corruption and 
openness to trade, geographical and cultural variables are included in order to control for 
their direct impact on economic development. A richer country can invest more 
resources in its institutions and in monitoring corruption, thus making them more 
effective in controlling corruption (Lipset, 1960 and Demsetz, 1967). Bai et al. (2013) 
also showed empirically that economic growth can directly reduce corruption. Since 
both corruption and openness to trade can be consequences, rather than causes of 
economic development, corruption is instrumented by the age of democracy index 
(Gupta et al., 2002; Aidt et al., 2008; Aidt, 2009), and the openness to trade is 
instrumented as in Ortega and Peri (2014) with gravity-based predictors.  

This study contributes to the impact of corruption on development from several 
angles. Firstly, the impact of corruption on economic development is a controversial 
topic. On the one hand, the “grease the wheels” hypothesis states that corruption may 
actually be efficient if firms might be able to circumvent inefficient provision of public 
services, stark bureaucracy, and excessively rigid laws by paying bribes (Leff, 1964; 
Huntington, 1968; Bardhan, 1997; Treisman, 2000; Ramirez, 2014), especially if the 
institutions are weak and work poorly (Acemoglu and Verdier, 2000; Méon and Weill, 
2010). This positive view is also called the Asian paradox, which explains the positive 
association between corruption and economic growth in a number of East Asian 
countries (Rock and Bonnett, 2004; Li and Wu, 2007). The contrasting view of the “sand 
the wheels” hypothesis, as in Mauro (1995), Murphy et al. (1991), Wolfenson (1996), 
Wei (1999), Coupet (2001), Attila (2008), and Aghion et al. (2016), argued that the 
corruption supports inefficient firms and drives the allocation of talent, technology, and 
capital away from their most productive social uses to rent-seeking activities that slow 
economic growth. Therefore, corruption increases the cost and risk of doing business, is 
detrimental to human capital accumulation and new business set-ups, and encourages 
investment in the informal sector (Reinikka and Svensson, 2004, 2005; Svensson, 2005). 
Secondly, with respect to income distribution, few studies have investigated the 
distributional impact of corruption. Tanzi (1994) argued that corruption most benefits 
the better-connected individuals and because they usually belong to the high-income 
group in society, corruption will affect income distribution and exacerbate inequality. 
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According to Rose-Ackerman (1999), corruption creates incentives for higher 
investment in capital-intensive projects than in labour-intensive projects. These 
distortions in investment strategy worsen income inequality because poor individuals 
tend to benefit less from capital-intensive projects. Li et al. (2000) found that the impact 
of corruption on the Gini coefficient has an inverted U-shape. Several studies found a 
positive relationship between corruption and income distribution (Gupta et al., 2002; 
Gyimah-Brempong, 2002; Apergis et al., 2010; Gyimah-Brempong   and de 

Gyimah-Brempong, 2006; and Dincer and Gunalp, 2012). Thirdly, corruption has been 
found to lower total factor productivity in empirical studies. Tanzi and Davoodi (1998) 
found that corruption can actually decrease growth by increasing public investment and 
reducing its productivity at the same time. Isham and Kaufmann (1999), Olson et al. 
(2000), and Lambsdorff (2003) showed that different measures of institutional quality 
(including corruption) positively affect productivity growth. Finally, the link between 
corruption and innovation has been rather overlooked in the literature and therefore 
empirical evidence is scarce. Mahagaonkar (2009) conducted a firm-level analysis 
studying the impact of corruption on innovative activities of more than 3,000 African 
firms. The author estimated the effect of corruption on different types of innovation 
(product innovation, process innovation, marketing innovation, and organizational 
innovation) and finds that corruption negatively affects all types of innovation except for 
marketing innovation. Ayyagari et al. (2014) show that likelihood of paying corruption 
is higher for innovative firms for 57 countries. Anokhin and Schulze (2009) studied how 
the control of corruption affected entrepreneurship and innovation with longitudinal data 
drawn from 64 countries. They found a positive relationship between better control of 
corruption and innovation, in which the latter was defined as the realized innovation and 
patenting rates.  

The remainder of this work is organized as follows: Section 2 describes the 
identification strategy; Section 3 describes the data; Section 4 illustrates the results of 
the estimations; and, finally, Section 5 ends with the concluding remarks and policy 
implications.  

 
 

2.  IDENTIFICATION STRATEGY 
 

2.1.  Income 
 
The main equation, which estimates the effect of trade and corruption on income, is 

the following: 
 

ln   = 	  +	  TSH  +        
 	 +   ln     +   ln     

+	  ln         +   . 
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The dependent variable is the logarithm of income per capita in the year 2000, 
measured in US dollars and adjusted for purchasing power parity. The estimations also 
include area and size (population) of a country to consider the impact of within-country 
trade. A country’s income can be influenced by its international trade as well as by its 
within-country trade. We hypothesize that greater within-country trade raises income.   

We are aware that longitudinal variation is better for identifying the effect of trade, 
as pointed out in Feyrer (2009), however, the cross-sectional approach is much more 
informative concerning the effect of corruption on income. In addition, the corruption 
variable for the same country does not vary much over the years. 

Since corruption and openness to trade both enter as main determinants in the 
analysis, it is important to ascertain whether or not they are correlated. In order to rule 
out the possibility of a possible correlation between the main two variables, we checked 
the correlation coefficient, which is 0.2483. Therefore, such a correlation is not 
problematic for our analysis. 

 
2.2.  Productivity  
 
The equations for productivity are: 
 

ln  
 

 
 
 
	 = 		  +	  TSH  +        

 	 +   ln     +   ln     

+	  ln         +   . 
 
 

1 −  
ln  

 

 
 
 
	 = 		  +	  TSH  +        

 	 +   ln     	

+	  ln    +	  ln         +   .	
 

ln  
 

 
 
 
	 = 		  +	  TSH  +        

 	 +   ln     +   ln     

+	  ln         +   . 
 
ln     	 = 		  +	  TSH  +        

 	 +   ln     +   ln     

+	  ln         +   . 
 
The dependent variables are the logarithm of income per worker, the logarithm of 

the physical capital depth, the logarithm of the human capital intensity, and the 
logarithm of total factor productivity (TFP), respectively. Following Hall and Jones 
(1999) and Ortega and Peri (2014), the logarithm of income per worker can be 
decomposed as follows: 

 

ln   	 =
 

   
ln

  

  
	 + ln ℎ + ln    , 

where α = 0.33. 
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Thus, the logarithm of output per worker is the sum of the contributions of capital 
depth, schooling, and productivity. 

 
2.3.  Inequality 
 
The equations that estimate the effects on inequality are: 
 

ln      	 	= 	  +	  TSH  +        
 	 +   ln     +   ln     

+	  ln         +   . 

 
90

10
    

 
= 	  +	  TSH  +        

 	 +   ln     +   ln     

+	  ln         +   . 
 
The dependent variables are the Gini index and the 90/10 income gap. The Gini 

coefficient is a measure of income inequality. It ranges from 0 to 1, where 0 corresponds 
to perfect equality and 1 corresponds to perfect income inequality. The 90/10 ratio of 
income percentiles is calculated as the ratio of the 10% of people with the highest 
income to the 10% of people with the lowest income. 

 
2.4.  Innovation 
 
The equations estimating the effects on innovation are: 
 

ln(         ) 	= 		  +   TSH  +        
 +   ln     +   ln     

+	  ln         +   . 

ln(          ) 	 = 		  +   TSH  +        
 +   ln     +   ln    	

+	  ln         +   .	

ln( & ) 	 = 	  +   TSH  +        
 +   ln     +   ln    	

+	  ln         +   .	
 
The dependent variables are the logarithm of patents per capita, the logarithm of the 

total number of patents, and the research and development expenditure as a percentage 
of GDP.  

The number of patents and patent applications has been used extensively as a 
measure of innovation. In addition, patenting rates are likely to be more affected by 
corruption because the patenting process involves various bureaucratic steps that create 
opportunities for bribery. Research and development expenditure as a percentage of 
GDP is also used as a dependent variable as an alternative measure in the analysis. 
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2.5.  Set of Controls 
 
Each regression specification controls for the size of the country, in terms of both 

area and population, as well as for geographical and cultural factors. 
The geographical controls are a dummy for being a landlocked country, the share of 

tropical land, the average distance to the coast or to a river, climate (average yearly 
humidity, and average yearly temperature), the incidence of tropical diseases (malaria 
and yellow fever), the presence of oil resources, the quality of the soil, and regional 
dummies (Latin America, East Asia, Sub-Saharan Africa). These geographical controls 
are necessary in analysing the determinants of economic development. Sachs (2003) 
argues that geographical differences are the main drivers of development. For example, 
diseases such as malaria or yellow fever negatively impact labour productivity by 
making individuals weaker. Tropical soil is considered to have a low quality and is 
therefore not sufficiently productive for agricultural production. 

The cultural controls are added as dummies for colonial ties (British and French), 
which may affect a country’s legal origin and current culture, and a set of dummies for 
Australia, New Zealand, the United States, and Canada (four rich young countries). 
Finally, distance to the equator is included as a proxy for the quality of the current 
institutional framework of a country. As explained in Hall and Jones (1999) and in 
Acemoglu et al. (2001), distance to the equator is strongly correlated with the incidence 
of tropical disease and mortality rates among early European settlers, and thus their 
incentive to build good institutions. Therefore, distance to the equator can be regarded as 
a source of exogenous variation in countries’ institutional quality.  

 
2.6.  Corruption Instruments 
 
Variables from the literature such as age of democracy index, share of Protestants, 

linguistic and religious fractionalization, percentage of European descendants in 1900, 
and mortality rate of colonial settlers are tried as instruments.  

As it can be seen from the scatter plots in Figure 1, almost all instruments perform 
well with the expected signs in the first stage, apart from religious fractionalization, 
which does not seem to be significantly correlated with the control of corruption. The 
age of democracy index seems to perform particularly well in the first stage. The second 
step is to see whether these instruments satisfy the exclusion restriction clause.  

An argument that can be made is that the age of democracy index may affect 
development today because poor countries that have recently made strides toward 
democracy might receive international aid more easily and this may favour their 
economic development today. However, the instrument is not the age of democracy of a 
country in absolute values, but rather an index (ranging from 0 to 1) which measures the 
cumulative effect on corruption of having a democratic system, from 1800 to 2000. 
What matters for corruption is not the actual level of democracy but whether a country 
maintained a democracy over a longer period of time (La Porta et al., 1999; Treisman, 
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2000; Serra, 2006; Keefer, 2007; Pellegata, 2013; Schleiter and Voznaya, 2014). 

 
 
 
 
 
 
 
 
 
 
 

Figure 1:  Instruments 
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Thus, countries with a long democratic tradition establish checks and balances and 
the rule of law, which are effective in controlling corruption. In addition, Linz and 
Stepan (1996) and Diamond (1999) argue that the consolidation of democracy 
demonstrated by changes in norms, values, beliefs, attitudes, and behaviours among 
elites, organizations, and institutions in civil society and mass publics requires time. As 
Schneider and Schmitter (2004) argue, this process orientation definition of democracy 
should include some time dimension, such as the duration of democracy expressed as the 
number of years a democratic government has been in power. Persson and Tabellini 
(2003), Persson (2004), and Eicher and Leukert (2009) explain that the type of 
constitutional arrangement is an important determinant of corruption and that this 
arrangement impacts economic outcomes only through corruption. This “hierarchy of 
institutions” hypothesis suggests that measures of political institutions can be used as 
instruments for corruption. In particular, countries with a longer democratic tradition 
could develop better and more effective ways of dealing with corruption. Older 
democracies are therefore likely to have different policies than newer ones, while at the 
same time age of democracy is not in itself a determinant of economic outcomes.  

Therefore, since the age of democracy index performs well in the first stage and is 
likely to satisfy the exclusion restriction clause, it is chosen as an instrument for 
corruption. A more detailed explanation of the data and methodology used to construct 
this variable can be found in Appendix 2 and also in Treisman (2000). 

 
2.7.  Trade and the Gravity-based Model 
 
Trade has been considered to be an important determinant of income since Adam 

Smith’s idea of specialization and extent of the market, with more emphasis in recent 
work on increasing returns and endogenous technological progress. Indeed, trade can 
increase income through exchange of ideas, spread of technology, and exposure to new 
goods. However, cross-country regressions of income on trade find a moderate positive 
relationship (Rodrik, 1995). Frankel and Romer (1999) explain this result with trade 
being an endogenous variable and suggest to instrument trade with gravity-based 
predictors. However, they still could not estimate the effect of trade on income with 
great precision. They could only marginally reject the hypotheses that the impacts of 
trade and size are zero at standard significance levels. Ortega and Peri (2014) showed 
that trade could still be robust in the income equation depending on the inclusion of 
other determinants such as geographical and cultural controls in the gravity model for 
trade and in the income equation. 

As in Ortega and Peri (2014), openness to trade is instrumented with the 
gravity-based predicted trade share. The gravity model of trade is based on the idea that 
the value of trade between two countries is proportional, other things being equal, to the 
product of their GDPs, and it decreases in the geographical and cultural distances 
between the same two countries. The basic gravity-based equation for the volume of 
trade between country i and country j can be written as follows: 
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  , =	
 ×    ×    

  , 
, 

 
where A is a constant term and   ,  is the distance between the two countries. However, 

if formulated this way, the gravity-based equation may miss important factors apart from 
GDP and distance that can influence trade volumes, and therefore lead to wrong 
estimation of the predicted trade share. For example, cultural and linguistic proximity 
might affect trade patterns; countries that share a language or a colonial history might 
trade more, regardless of distance.  

Ortega and Peri (2014), following the model proposed in Frankel and Romer (1999), 
examined trade differences arising from geography-based costs instead of looking at the 
GDP. These costs are proxied by bilateral geographic and cultural characteristics. They 
first build a bilateral trade predictor as follows: 

 
ln     , =	  	ln	(        ) , + ln	  	(          ) + ln	  	(          )  

+	  	ln	(    ) ++	  ln	(    ) +   	ln	(          )  

+	  	ln	(          ) +   ln(      ) ,  

+	  	 ln(              ) , +    ln(      ) ,  

+	   ln(        ) , (      ) , +    ln(          ) (      ) ,  

+	   ln(    ) (      ) , +    ln(          ) (      ) , +   , . 

 
As a next step, they aggregate bilateral trade estimates across countries to find 

countries’ overall trade shares.  
 

    =	 exp	(     , )

   

, 

 
where     is the vector of coefficients in the bilateral trade regressions and   ,  is the 

vector of the explanatory variables included in the gravity-based regression. The 
regression results for the gravity model in Table 1 confirm that geographical and cultural 
distances are the major determinants of bilateral trade. The linear gravity-based trade 
share is used in the regression analysis, as this performs better.  

 
 

3.  DATA 
 
We mostly utilize the data in Ortega and Peri (2014), which cover 188 countries. 

These authors’ dataset is extended with additional data such as corruption data from the 
World Bank and democracy rating from the Polity IV Project for the age of democracy 
index. Table 2 shows the summary statistics and the sources of the main variables used 
in the analysis. 
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Table 1.  Gravity Models for Bilateral Trade Share (TSH) 
 (1) (2) (3) 

Variables OLS FE Poisson 

 Ln bil. TSH Ln bil. TSH Ln bil. TSH 

    

Ln distance -1.82*** -1.71*** -0.87*** 

 [0.04] [0.03] [0.08] 

Sum landlocked -0.82*** 0.05 -0.64*** 

 [0.03] [0.45] [0.07] 

Border -4.71*** -7.64*** -1.95 

 [1.00] [0.95] [1.25] 

Border*(ln dist.) 0.69*** -0.04 0.23 

 [0.21] [0.20] [0.39] 

Border*(lnpop origin) -0.32*** -0.49*** 0.01 

 [0.08] [0.07] [0.09] 

Border*(ln pop dest.) -0.34*** -0.54*** -0.28*** 

 [0.08] [0.07] [0.10] 

Border *(ln area origin) 0.05 0.41*** -0.11 

 [0.09] [0.08] [0.13] 

Border *(ln area dest.) 0.11 0.45*** 0.21 

 [0.09] [0.08] [0.22] 

Border*landlocked 0.81*** 0.80*** 0.83*** 

 [0.11] [0.11] [0.14] 

Common language 0.60*** 0.21*** 1.00*** 

 [0.08] [0.07] [0.26] 

Common official language 0.01 0.69*** -0.38 

 [0.08] [0.07] [0.27] 

Time zone difference 0.13*** 0.01 0.02 

 [0.01] [0.01] [0.03] 

Colonial ties 3.09*** 0.94*** 1.43*** 

 [0.13] [0.09] [0.13] 

Ln pop. Dest 0.02  -0.21*** 

 [0.01]  [0.03] 

Ln pop. Origin 1.08***  0.83*** 

 [0.01]  [0.04] 

Ln area origin -0.07***  0.04 

 [0.01]  [0.03] 

Ln area dest. -0.25***  -0.21*** 

 [0.01]  [0.05] 

Origin hegemon -2.23***  -1.78*** 

 [0.18]  [0.23] 

Observations 24,627 24,627 33,108 

R-squared 0.40 0.71 0.22 

Note: Robust standard errors in brackets 

*** p<0.01, ** p<0.05, * p<0.1 
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Corruption Variable 
 
The Kaufmann-Kraay Governance Index (also called the Worldwide Governance 

Index) measures six dimensions of governance: Voice and Accountability, Political 
Stability and Absence of Violence/Terrorism, Government Effectiveness, Regulatory 
Quality, Rule of Law, and Control of Corruption (Kaufmann et al., 2011). In our 
analysis, the control of corruption part of the Kaufmann-Kraay Governance Index is 
selected as a corruption variable for the year 2000, since the Transparency International 
Index of the same year had too few observations. In addition, the correlation between the 
World Governance Index of 2000 and 2005 and the Transparency International Index of 
the same years are very high. 

 
 

4.  EMPIRICAL RESULTS 
 
In this section, the impacts of corruption on income, productivity, inequality, and 

innovation are analysed by instrumenting corruption with the age of democracy index 
and trade with the gravity-based predictors, as well as including geographical and 
cultural distances as controls. 

The Kleibergen–Paap F-statistic (K-P F-test) and the Angrist-Pischke F-statistic 
(A-P F-test) are reported in each table with the related Stock and Yogo critical values. 
The K-P F-statistic allows for testing the null hypothesis of jointly weak instruments. 
The A-P F-statistic instead tests whether each single endogenous regressor is weakly 
identified. A list of all countries employed in the analysis can be found in Appendix 2.  

 
4.1.  Income per capita 
 
The age of democracy index is found to be a strong instrument for corruption in the 

impact of corruption on income per capita since the control of corruption is well 
identified through all specifications, (Table 3). The null hypothesis of a weakly 
identified endogenous regressor can be rejected at the 10% level of Stock and Yogo’s 
critical value, which is the most stringent critical value. Control of corruption has a 
statistically significant positive impact on income per capita through all specifications, 
which is consistent with the “sand the wheels” hypothesis. The magnitude of the effect 
remains constant at 0.04 through all specifications, when both the Frankel and Romer 
(1999) sample and the full sample of 147 countries are employed. Thus, an increase in 
the control of corruption index of a country by one standard deviation (29.24 points on a 
scale of 0 (the worst corrupt) to 100 (the least corrupt)) increases per capita income by 
1.17 percentage points.   

In columns (4) and (5), where the regression specifications include geographical and 
colonial controls, it can be seen that East Asia and Sub-Saharan Africa and the incidence 
of malaria have detrimental impacts on income.  



CORRUPTION AND ECONOMIC DEVELOPMENT 75

Table 3.  Income per Capita 
  (1) (2) (3) (4) (5) (6) (7) 

  
Full 

Sample 
 

Geographical 
Controls 

Geographical 
and Colonial 

Controls 

OLS 
Geographical 

Controls 

OLS 
Geographical 
and Colonial 

Controls 

Variables Income per Capita 
Control of corruption 0.04*** 0.04*** 0.04*** 0.04*** 0.04*** 0.02*** 0.02*** 
 [0.00] [0.00] [0.01] [0.01] [0.01] [0.00] [0.00] 
Ln population 0.07 0.01 0.06 -0.01 -0.02 -0.10 -0.11* 
 [0.06] [0.06] [0.06] [0.07] [0.08] [0.06] [0.06] 
Ln area -0.01 0.03 -0.02 0.04 0.03 0.07 0.06 
 [0.05] [0.06] [0.05] [0.07] [0.06] [0.06] [0.06] 
Distance to equator   0.01 -0.01 -0.02 0.00 0.00 
   [0.01] [0.02] [0.02] [0.01] [0.01] 
Sub. Africa    -0.97*** -0.96*** -1.01*** -0.98*** 
    [0.32] [0.32] [0.27] [0.28] 
East Asia    -0.67*** -0.65*** -0.70*** -0.68** 
    [0.25] [0.24] [0.26] [0.26] 
Latin America    -0.13 -0.20 -0.35 -0.46* 
    [0.30] [0.32] [0.26] [0.26] 
% of tropic land    0.10 0.03   
    [0.40] [0.39]   
Landlock    -0.24 -0.27 -0.29 -0.30 
    [0.20] [0.20] [0.18] [0.18] 
Dist. to coast/river    0.00 0.00 0.00 0.00 
    [0.00] [0.00] [0.00] [0.00] 
Avg. temperature    -0.00 -0.00 0.00 0.01 
    [0.01] [0.02] [0.01] [0.02] 
Avg. humidity    0.01 0.01 0.01* 0.01* 
    [0.00] [0.01] [0.00] [0.00] 
Soil quality    -0.21 -0.16 -0.16 -0.08 
    [0.19] [0.20] [0.18] [0.18] 
Malaria index    -0.30 -0.38 -0.74** -0.83** 
    [0.43] [0.44] [0.32] [0.35] 
Yellow fever    -0.16 -0.12 -0.23 -0.17 
    [0.22] [0.22] [0.19] [0.19] 
4rich young countries    -0.25 -0.12 0.10 0.28 
    [0.42] [0.43] [0.32] [0.34] 
Oil resources    0.00*** 0.00***   
    [0.00] [0.00]   
British colon. ties     -0.22  -0.29 
     [0.22]  [0.19] 
French colon. ties     -0.03  -0.24 
     [0.33]  [0.26] 
Constant 6.18*** 5.93*** 6.33*** 6.40*** 6.87*** 6.89*** 7.15*** 
 [0.55] [0.64] [0.55] [0.91] [0.90] [0.87] [0.87] 
Observations 123 147 123 110 110 123 122 
R-squared 0.57 0.49 0.60 0.79 0.79 0.83 0.83 
Instruments ADI ADI ADI ADI ADI   
K-P Wald F test 107.92 68.79 49.76 33.18 27.70   

S&Y 

10% 16.38 16.38 16.38 16.38 16.38   
15% 8.96 8.96 8.96 8.96 8.96   
20% 6.66 6.66 6.66 6.66 6.66   
25% 5.53 5.53 5.53 5.53 5.53   

Note: ADI = Age of Democracy Index. 
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Table 4.  Income per Capita and Trade 
  (1) (2) (3) (4) (5) (6) 

   Full Sample 
Geographical and 
Colonial Controls 

VATSH OLS  

Variables Income per Capita 

Pred. TSH 1.20 0.83 0.99 1.22*  0.40** 

 [0.78] [0.70] [1.47] [0.64]  [0.16] 

Control of corruption 0.04*** 0.04*** 0.04*** 0.04*** 0.04*** 0.02*** 

 [0.00] [0.00] [0.00] [0.01] [0.01] [0.00] 

Ln population 0.12 0.09 0.06 0.11 0.24 -0.03 

 [0.07] [0.07] [0.11] [0.12] [0.18] [0.06] 

Ln area 0.11 0.07 0.10 0.08 0.31 0.05 

 [0.11] [0.10] [0.14] [0.07] [0.23] [0.06] 

Distance to equator  0.01 0.01 -0.03 -0.03 0.00 

  [0.01] [0.01] [0.02] [0.02] [0.01] 

Sub. Africa    -0.90*** -0.81 -0.88*** 

    [0.34] [0.53] [0.29] 

East Asia    -1.29*** -2.28* -0.74*** 

    [0.47] [1.29] [0.25] 

Latin America    0.05 -0.42 -0.21 

    [0.35] [0.46] [0.25] 

% of tropic land    -0.31 -0.80 -0.02 

    [0.41] [0.51] [0.39] 

Landlock    -0.30 0.32 -0.20 

    [0.19] [0.28] [0.18] 

Dist. to coast/river    0.00 -0.00 -0.00 

    [0.00] [0.00] [0.00] 

Avg. temperature    -0.01 0.01 0.00 

    [0.02] [0.02] [0.01] 

Avg. humidity    -0.00 0.00 0.01 

    [0.01] [0.01] [0.00] 

Soil quality    -0.23 -0.53* -0.10 

    [0.20] [0.32] [0.19] 

Malaria index    -0.05 -0.72 -0.58 

    [0.54] [0.74] [0.40] 

Yellow fever    -0.18 -0.02 -0.15 

    [0.20] [0.31] [0.20] 

Oil resources    0.00** 0.00*** 0.00** 

    [0.00] [0.00] [0.00] 

4rich young countries    0.33 0.92 0.53 

    [0.43] [0.64] [0.37] 

British colon. ties    -0.34 -0.88 -0.25 

    [0.21] [0.61] [0.17] 

French colon. Ties    -0.06 -1.43*** -0.15 

    [0.28] [0.51] [0.24] 

VATSH     4.86*  

     [2.92]  
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Table 4.  Income per Capita and Trade (cont’) 
  (1) (2) (3) (4) (5) (6) 

   Full Sample 
Geographical and 
Colonial Controls 

VATSH OLS  

Variables Income per Capita 

Constant 3.82** 4.68*** 4.21 6.04*** 1.41 6.62*** 

 [1.88] [1.68] [2.87] [1.05] [3.98] [0.86] 

Observations 123 123 147 110 64 119 

R-squared 0.55 0.61 0.54 0.80 0.82 0.85 
Instruments ADI, 

pred.TSH 
ADI, 

pred.TSH 
ADI, 

pred.TSH 
ADI, 

pred.TSH 
ADI, 

pred.VATSH 
 

K-P Wald F-test 2.53 2.20 0.95 2.49 1.69  

S&Y       

10%  7.03 7.03 7.03 7.03 7.03  

15%  4.58 4.58 4.58 4.58 4.58  

20%  3.95 3.95 3.95 3.95 3.95  

25%  3.63 3.63 3.63 3.63 3.63  

A-P F-test for ADI 18.35 42.14 13.3 26.7 4.72  

A-P F-test for pred.TSH 5.94 4.75 2.15 5.24 3.42  

S&Y       

10%  19.93 19.93 19.93 19.93 19.93  

15%   11.59 11.59 11.59 11.59 11.59  

20%  8.75 8.75 8.75 8.75 8.75  

25%  7.25 7.25 7.25 7.25 7.25  

 
 
The presence of oil resources in a country is also a significant predictor of income 

per capita, but the magnitude of this effect is negligible, as it approaches zero. The last 
two columns, (6) and (7), of Table 3 report the OLS estimates, both with and without 
colonial ties, which are less than the instrumental variable coefficients, suggesting 
measurement error in corruption variable. Thus, there is no evidence that the positive 
association between (low) corruption and income happens because countries whose 
incomes are high for other reasons are less corrupt or because of omitted factors. 
Otherwise, this would make OLS estimates upward biased. On the contrary, the IV 
estimate of the effect of corruption in every specification is larger than the OLS 
estimate.  

Table 4 in considers the joint effect of openness to trade and control of corruption on 
income per capita. The K-P F-statistic turned out not to be too high in all specifications, 
and thus it has not been possible to reject the null hypothesis of the control of corruption 
and openness to trade being jointly weakly identified. However, by looking at the A-P 
F-statistic, it can be seen that this is probably due to the weakness of the predicted trade 
share as an instrument. The age of democracy index remains a robust instrument, as the 
A-P F-statistic for the control of corruption remains high through all specifications.  
Even when a different specification of the predicted trade share - the value-added trade 
share - is adopted, the relative A-P F-statistic continues to be too low to reject the null 
hypothesis. The rationale behind introducing a value-added measure of the openness to 
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trade is that gross trade flows may overestimate the real value-added content of trade 
because countries do not trade only final goods but also intermediate goods (Johnson 
and Noguera, 2012).  

The coefficient on the control of corruption variable is still robust to the inclusion of 
trade shares, and it does have a statistically significant effect on income per capita. Also, 
the magnitude of such effect is unchanged (0.04).  

 
4.2.  Productivity 
 
The strategy in Hall and Jones (1999) and in Ortega and Peri (2014) is adopted to 

study the effect of corruption on productivity. Specifically, the effect of corruption on 
the logarithm of output per worker (ln   ), the logarithm of the capital-output ratio 

 
 

   
ln

  

  
	 , the logarithm of human capital per person (ln ℎ ), and the logarithm of TFP 

(ln    )	are analysed.  
The logarithm of output per worker is decomposed as follows (Hall and Jones, 

1999): 
 

ln   	 =
 

1 −  
ln

  

  
	 + ln ℎ + ln    , 

 

where α is the labour share in income (set at α = 0.03), 
  

  
 is the capital-output ratio 

(capital depth), and ℎ  is the average human capital per person or schooling, calculated 
as the exponential of average years of schooling times its Mincerian return. Finally, 
     is the total factor productivity, calculated as a Solow residual (Ortega and Peri, 
2014). For both the endogenous regressors control of corruption and openness to trade, 
the null hypothesis of weak identification can be rejected at the 15% level (Table 5). The 
A-P F-statistic for the control of corruption is consistently higher than the one of the 
openness to trade regressor. Both control of corruption and openness to trade have a 
statistically significant and positive effect on output per worker. The control of 
corruption and the openness to trade seem to affect output per worker through the TFP. 
In fact, openness to trade impacts significantly neither physical capital depth nor 
schooling. Similarly, the control of corruption does not seem to impact significantly the 
physical capital depth. However, it has a positive effect on human capital intensity, even 
if the effect is statistically significant at the 10% confidence level. Thus, the impact of 
corruption on schooling is rather moderate. The impact on the total factor productivity is 
positive and statistically significant for both regressors. Therefore, both corruption and 
openness to trade have an impact on productivity through the total factor productivity, 
by either facilitating technological progress or increasing efficiency levels. A one 
standard deviation increase in the control of corruption index increases output per 
worker and total factor productivity by 0.88 percentage points. 
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Table 5.  Output per Worker, Physical Capital Intensity, 
Human Capital Intensity and TFP 

  (1) (2) (3) (4) 

Variables 
Output per 

worker (in log) 
Physical capital 
intensity (in log) 

Human capital 
intensity (in log) 

TFP (in log) 

Pred. TSH 1.63* -0.15 0.19 1.58** 
 [0.88] [0.20] [0.28] [0.75] 
Control of corruption 0.03*** -0.00 0.01* 0.03*** 
 [0.01] [0.00] [0.00] [0.01] 
Ln population 0.23 -0.10*** 0.02 0.30** 
 [0.15] [0.03] [0.04] [0.14] 
Ln area 0.07 0.02 0.03** 0.02 
 [0.07] [0.02] [0.01] [0.07] 
Distance to equator -0.03 -0.01 -0.00 -0.02 
 [0.02] [0.00] [0.00] [0.02] 
Sub. Africa -0.88** -0.05 -0.17** -0.66 
 [0.43] [0.10] [0.08] [0.43] 
East Asia -1.64** 0.16 -0.20 -1.60** 
 [0.71] [0.18] [0.20] [0.67] 
Latin America 0.36 -0.14 0.05 0.45 
 [0.40] [0.09] [0.09] [0.36] 
% of tropic land -0.45 -0.16 -0.08 -0.20 
 [0.51] [0.13] [0.11] [0.49] 
Landlock -0.17 -0.08 -0.02 -0.07 
 [0.20] [0.07] [0.04] [0.21] 
Dist. to coast/river 0.00 0.00 -0.00 0.00 
 [0.00] [0.00] [0.00] [0.00] 
Avg. temperature -0.00 0.00 -0.01 -0.00 
 [0.02] [0.00] [0.00] [0.02] 
Avg. humidity -0.01 0.00 0.00 -0.01 
 [0.01] [0.00] [0.00] [0.01] 
Soil quality -0.53** 0.11* -0.12** -0.52** 
 [0.24] [0.06] [0.05] [0.23] 
Malaria index 0.02 -0.28** -0.03 0.33 
 [0.60] [0.13] [0.14] [0.57] 
Yellow fever -0.26 -0.01 -0.08 -0.17 
 [0.22] [0.06] [0.06] [0.20] 
4rich young countries 0.52 -0.17 0.16 0.53 
 [0.47] [0.12] [0.13] [0.45] 
British colon. ties -0.47* -0.02 0.02 -0.47* 
 [0.26] [0.09] [0.06] [0.27] 
French colon. ties -0.03 0.03 -0.10* 0.04 
 [0.25] [0.07] [0.05] [0.24] 
Oil resources -0.00 0.00 0.00 -0.00 
 [0.00] [0.00] [0.00] [0.00] 
Constant -4.42*** 0.39 -1.03*** -3.78*** 
 [1.07] [0.39] [0.28] [1.21] 
     
Observations 93 93 93 93 
R-squared 0.78 0.27 0.82 0.63 
Instruments ADI, pred.TSH ADI, pred.TSH ADI, pred.TSH Age of 

democracy index, 
pred.TSH 
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Table 5.  Output per Worker, Physical Capital Intensity, 
Human Capital Intensity and TFP (cont’) 

  (1) (2) (3) (4) 

Variables 
Output per worker 

(in log) 
Physical capital 
intensity (in log) 

Human capital 
intensity (in log) 

TFP (in log) 

K-P Wald F test 4.60 4.60 4.60 4.60 

S&Y     

10%  7.03 7.03 7.03 7.03 

15%  4.58 4.58 4.58 4.58 

20%  3.95 3.95 3.95 3.95 

25%  3.63 3.63 3.63 3.63 

A-P F test for ADI 21.36 21.36 21.36 21.36 

A-P F test for pred.TSH 10.37 10.37 10.37 10.37 

S&Y     

10%  19.93 19.93 19.93 19.93 

15%  11.59 11.59 11.59 11.59 

20%  8.75 8.75 8.75 8.75 

25%  7.25 7.25 7.25 7.25 

 
 
Apart from openness to trade and corruption, it is interesting to note that the soil 

quality variable has a negative and statistically significant effect on output per worker, 
human capital intensity, and total factor productivity. Such effect may substantiate the 
geography hypothesis, according to which poor quality soil negatively affects 
productivity.  

 

4.3.  Income inequality 
 
Table 6 reports the estimates on the effect of control of corruption on income 

inequality, measured by the Gini index and the 90/10 income gap. The results show that 
there does not seem to be a significant impact of corruption or openness to trade on the 
income distribution. Both the control of corruption and openness to trade are statistically 
significant determinants of inequality only when the most basic regression specifications 
are considered in the 90/10 income gap estimates (column 4), and they are significant 
only at the 10% level. A one standard deviation increase in the control of corruption 
index decreases the 90/10 income gap by 2.9 points. However, the significance of such 
effects fades away when the geographical controls and colonial ties are added to the 
regressions. The Heckscher-Ohlin model, one of the best-known theoretical frameworks 
of trade, argues that even if there are gains from trade, not all groups benefit from them 
equally. Trade may even aggravate income inequality by benefiting one group more than 
another, especially if the group that benefits is already well off. However, our study 
could not confirm this result. 
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Table 6.  Gini Index and the 90-10 Income Gap 
  (1) (2) (3) (4) (5) (6) 

   
Geographical 
and Colonial 

Controls 
  

Geographical 
and Colonial 

Controls 

Variables Gini Gini Gini 
90/10 

Income Gap 
90/10 

Income Gap 
90/10  

Income Gap 
Control of corruption -0.00 -0.00 -0.00 -0.10* 0.02 -0.11 
 [0.00] [0.00] [0.00] [0.05] [0.14] [0.13] 
Pred. TSH -0.32* -0.20 -0.11 -12.94* -6.41 -0.67 
 [0.19] [0.15] [0.08] [7.35] [5.86] [6.48] 
Ln population -0.03 -0.02* -0.01 -3.55** -3.33** -1.83 
 [0.02] [0.01] [0.01] [1.72] [1.62] [1.43] 
Ln area -0.03 -0.01 -0.00 0.43 1.67 2.83 
 [0.03] [0.02] [0.01] [1.52] [1.92] [2.16] 
Distance to equator  -0.00** -0.00  -0.25 -0.12 
  [0.00] [0.00]  [0.19] [0.17] 
Sub. Africa   0.14***   -6.13 
   [0.04]   [6.39] 
East Asia   0.13**   6.06 
   [0.06]   [5.24] 
Latin America   0.13***   -5.43 
   [0.04]   [5.96] 
% of tropic land   0.03   9.40 
   [0.06]   [8.35] 
Landlock   0.07**     18.36** 
   [0.03]   [8.23] 
Dist. to coast/river   -0.00   -0.01 
   [0.00]   [0.01] 
Avg. Temperature   -0.00   -0.65** 
   [0.00]   [0.29] 
Avg. Humidity   -0.00   -0.12 
   [0.00]   [0.11] 
Soil quality   0.04*   9.28 
   [0.02]   [6.91] 
Malaria index   -0.14**   -14.25 
   [0.06]   [10.39] 
Yellow fever   -0.01   8.51*** 
   [0.03]   [2.92] 
Oil resources   -0.00 -0.00** -0.00*** -0.00*** 
   [0.00] [0.00] [0.00] [0.00] 
4 rich young countries   0.03 0.74 -0.82 16.77 
   [0.06] [5.23] [5.63] [14.22] 
British col. ties   0.06**   -1.92 
   [0.03]   [4.90] 
French col.ties   0.03   3.98 
   [0.02]   [4.77] 
Constant 1.19** 0.85** 0.54*** 33.22 12.24 8.51 
 [0.53] [0.40] [0.10] [20.48] [25.99] [28.33] 
Observations 102 102 95 58 58 57 
R-squared -1.27 -0.18 0.59 0.25 0.32 0.58 
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Table 6.  Gini Index and the 90-10 Income Gap (cont’) 

  (1) (2) (3) (4) (5) (6) 

   
Geographical 
and Colonial 

Controls 
  

Geographical 
and Colonial 

Controls 

Variables Gini Gini Gini 
90/10 

Income Gap 
90/10  

Income Gap 
90/10 

Gncome Gap 
Instruments ADI, 

pred.TSH 
ADI, 

pred.TSH 
ADI, 

pred.TSH 
ADI, 

pred.TSH 
Age of 

democracy 
index, 

pred.TSH 

Age of 
democracy 

index, 
pred.TSH 

K-P Wald 
F test 

1.67 
 

1.50 
 

2.18 
 

5.18 
 

3.56 
 

4.61 
 

S&Y 
      

10% 7.03 7.03 7.03 7.03 7.03 7.03 

15% 4.58 4.58 4.58 4.58 4.58 4.58 

20% 3.95 3.95 3.95 3.95 3.95 3.95 

25% 3.63 3.63 3.63 3.63 3.63 3.63 

A-P F test for 
ADI 

12.41 
 

37.31 
 

25.1 
 

16 
 

10.5 
 

12.09 
 

A-P F test for 
pred.TSH 

3.83 
 

3.07 
 

4.78 
 

10.43 
 

8.88 
 

8.12 
 

S&Y   
 

  
 

10% 19.93 19.93 19.93 19.93 19.93 19.93 

15% 11.59 11.59 11.59 11.59 11.59 11.59 

20% 8.75 8.75 8.75 8.75 8.75 8.75 

25% 7.25 7.25 7.25 7.25 7.25 7.25 

 
 
As far as the geographical controls and colonial ties are concerned, some of the 

controls are statistically significant, but not across different regression specifications. 
The dummy for a country to be landlocked is the only control that remains statistically 
significant regardless of whether the Gini index or the 90/10 income gap is used. 
Apparently, not having direct access to the sea increases income inequality. This 
interesting result can be explained with the insights from Carmignani (2015), who 
empirically investigates whether landlockedness impacts income indirectly via 
institutions and trade, or directly. As highlighted in the literature (Rose, 2004; Santos 
Silva and Tenreyro, 2006; Yu, 2010; Chang and Lee, 2011), landlockedness has a 
negative and significant impact on bilateral trade flows. However, in addition to having 
indirect impact on income through trade and institutions, landlockedness can have a 
direct impact on income for various reasons. Landlockedness not only hinders flows of 
goods and services but also the movement of people; therefore, it hampers the diffusion 
of ideas, technological advances, and institutional innovations. Landlocked countries are 
also characterized by a lower degree of cultural and genetic diversity than coastal 
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countries. It has been shown by several studies that genetic isolation and lack of cultural 
diversity can restrict long-term economic development and economic growth, (Alesina 
and La Ferrara, 2005; Ottaviano and Peri, 2005; Spolaore and Wacziarg, 2009; Ager and 
Bruckner, 2013). Carmignani (2015) shows that landlockedness explains a large part of 
the cross-country variation in GDP after controlling for the effect of trade and 
institutional quality through which landlockedness has an impact indirectly on income. 
Our results in Table 6, in columns (3) and (6), indicate that if landlockedness reduces the 
movement of people and cultural and genetic diversity, which in turn reduce 
productivity and economic performance in landlocked countries, then landlockedness 
affects Gini Index directly, even after controlling for the transmission through trade and 
corruption. This finding has important policy implications for landlocked countries, 
suggesting that reducing trade-related costs is a restrictive policy measure and other 
determinants of income dynamics beyond trade need to be addressed. 

 

4.4.  Innovation 
 
Two measures of innovation, patent intensity and research and development 

expenditures as a percentage of GDP, are employed to estimate the impact of corruption 
on innovation. Table 7 reports the results for three dependent variables: the logarithm of 
the number of patent per capita, the logarithm of the total number of patents, and the 
R&D expenditures as a percentage of GDP. Unfortunately, data on the R&D 
expenditures as a percentage of GDP were available only for 39 countries. It is not 
possible to reject the null hypothesis of the endogenous variables being weakly 
identified. However, the A-P F-statistic for the control of corruption was high, and the 
null hypothesis of weak identification for the corruption variable can be rejected at the 
strictest level of confidence for almost all regression specifications, except for that with 
the R&D expenditures as a dependent variable. Thus, even if openness to trade is weakly 
identified, the control of corruption is not, and it is possible to make inferences on its 
coefficient. The results in Table 7 show that the control of corruption has a positive and 
statistically significant effect on innovation, measured by both the absolute numbers of 
patents and the numbers of patents per capita. The magnitude of this effect is rather 
sizable (0.09). This indicates that an increase of one standard deviation of the control of 
corruption index increases numbers of patents and the numbers of patents per capita by 
2.63 percentage points. Unfortunately, none of the coefficient estimates of the R&D 
expenditures are significant. This may be due to the small sample size. 

The finding that corruption is a significant determinant of innovation measured by 
patenting rates has important implications for the previous findings on productivity. 
Thus, productivity increases through innovation, which in turn occurs through reduction 
of corruption. This finding is an important policy ingredient, suggesting that an increase 
in innovation and technological progress through reduction of corruption promotes total 
factor productivity, economic development, and growth. 
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Table 7.  Patent Intensity, Logarithm of Number of Patents, and R&D as a % of GDP 
  (1) (2) (3) 

Variables Ln patents per capita 
Ln of number of 

patents 
R&D expenditures 

as % of GDP 

Pred.TSH 4.48* 4.50* -6.03* 
 [2.68] [2.70] [3.44] 
Control of corruption 0.09*** 0.09*** 0.06 
 [0.03] [0.03] [0.04] 
Ln of population 0.67* 1.68*** -0.51 
 [0.39] [0.39] [0.51] 
Ln of area 0.14 0.14 -0.51* 
 [0.25] [0.25] [0.27] 
Distance to equator -0.05 -0.06 -0.05 
 [0.06] [0.06] [0.08] 
Sub.Africa -0.25 -0.26 0.91 
 [0.97] [0.97] [1.83] 
East Asia -2.67* -2.64* 5.35 
 [1.54] [1.54] [3.26] 
Latin America 0.74 0.77 0.57 
 [1.23] [1.23] [1.17] 
% of tropic land -1.08 -1.15 -3.57 
 [1.36] [1.36] [3.15] 
Landlock -0.80 -0.79 0.24 
 [0.64] [0.64] [1.51] 
Dist. to coast/river 0.00 0.00 -0.00 
 [0.00] [0.00] [0.00] 
Avg. Temperature -0.08 -0.08 0.00 
 [0.05] [0.05] [0.08] 
Avg. Humidity -0.04 -0.04 0.02 
 [0.02] [0.02] [0.02] 
Soil quality -1.16** -1.18** 0.62 
 [0.59] [0.59] [0.88] 
Malaria index 0.54 0.58 0.94 
 [1.63] [1.63] [3.14] 
Yellow fever -0.38 -0.36 0.57 
 [0.51] [0.51] [0.89] 
4 rich young countries 1.26 1.26 -4.54* 
 [1.33] [1.34] [2.41] 
Oil resources -0.00 -0.00 0.00* 
 [0.00] [0.00] [0.00] 
British col.ties -0.98 -0.97 3.09 
 [0.70] [0.71] [1.98] 
French col.ties 0.02 0.01 -0.28 
 [0.72] [0.73] [1.16] 
Constant -3.69 3.23 9.67* 
 [3.51] [3.55] [5.62] 
Observations 98 98 39 
R-squared 0.69 0.73 -1.13 
Instruments ADI, pred.TSH ADI, pred.TSH Age of democracy 

index, pred.TSH 
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Table 7.  Patent Intensity, Logarithm of Number of Patents, and R&D as a % of GDP 
(cont’) 

  (1) (2) (3) 

Variables Ln patents per capita Ln of number of patents 
R&D expenditures 

as % of GDP 

K-P Wald F test 2.76 2.76 0.74 

S&Y     

10%   7.03 7.03 7.03 

15%  4.58 4.58 4.58 

20% 3.95 3.95 3.95 

25%  3.63 3.63 3.63 

A-P F test for ADI 22.46 22.46 1.68 

A-P F test for pred.TSH 5.67 5.67 1.50 

S&Y     

10%  19.93 19.93 19.93 

15%  11.69 11.69 11.69 

20%  8.75 8.75 8.75 

25%  7.25 7.25 7.25 

 
 

5.  CONCLUDING REMARKS AND POLICY IMPLICATIONS 
 

The literature on corruption mainly concentrates on the impact of corruption on 
economic growth, and rarely examines the effect of corruption on income inequality, 
productivity, and innovation. This study analyses the impact of corruption on income per 
capita, productivity, income inequality, and innovation for 143 countries for the year 
2000. In the analysis, openness to trade, institutional quality (as proxied by distance to 
the equator), geographical and cultural factors, and colonial ties have been taken into 
account. In addition, an instrumental variable approach has been adopted in order to 
avoid any endogeneity bias. The main finding is that control of corruption indeed has a 
positive effect on income per capita, productivity, and innovation. Corruption does not 
seem to be a significant determinant of income inequality. In particular, corruption has 
been found to negatively affect productivity by reducing the total factor productivity 
rather than by impacting physical or human capital intensity. This means that corruption 
might affect productivity by impacting technological progress or efficiency levels, or 
both. The positive impact of corruption on innovation also confirms this result, 
suggesting that low corruption benefits technological progress. However, we have not 
been able to uncover the role played by openness to trade with respect to income. 
Nevertheless, openness to trade seems to have a significant and positive effect on 
productivity. Still, even when openness to trade is included in the regressions, the 
control of corruption is still robust and has a positive and more statistically significant 
effect on productivity, suggesting that institutional settings rather than trade are more 
important for economic development. The significant results of the corruption on 
economic development, productivity, income inequality and innovation support the 
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“sand the wheels” hypothesis that corruption creates inefficient firms, drives the 
allocation of talent, technology and capital away from their most productive uses to 
rent-seeking activities, raises the cost and risk of business, is harmful to human capital 
accumulation, hinders the new-start-ups, and encourages informal sector activities.  

De Rosa et al. (2013), Gander (2014), Tuyen et al. (2016), Kouramoudou (2017), 
and Bbaale and Okumu (2018) explain the negative impacts of corruption on 
productivity by resource misallocation, disincentives or inability for firms to expand 
production activities, reduced profits, and maximization of corrupt officials’ illegal 
income. Bbaale and Okumu (2018) shows that employee inefficiencies result from the 
manager’s attending regular meetings with the public officer, e.g. for tax audits (the time 
tax) together with bribes that distort resource allocation (the bribe tax). 

Bbaale and Okumu (2018) recommend that government through public information 
dissemination should inform firms that corruption hinders productivity and the firms 
should evade corruption rather than propagating them. They also emphasise the need for 
new research to understand the incentives of firms at the sector level to engage in 
corruption rather than the impacts of corruption. In contrast to popular view about the 
Asian paradox, Tuyen at al. (2016) find a negative impact of bribe intensity on SMEs’ 
manufacturing productivity with the IV approach. They recommend a transparent legal 
system and effective enforcement to curb corruption in East Asian countries. Gander 
(2014) advises managers to focus on educational and technical efforts which will 
increase technology use and output productivity rather than involving corruption 
activities to “get things done” by basing on a theoretical and empirical model on 
productivity and corruption. Kouramoudou (2017) suggests anti-corruption efforts to be 
directed towards sectors which are sensitive to corruption. Lu et al. (2019) by utilising 
the firm-level data on China show that China will gain more productivity improvements 
from import liberalisation if more anti-corruption measures are introduced and enforced. 
Therefore, input import liberalisation should be accompanied with the reduction in 
corruption in order to enhance productivity gains from import liberalisation in 
developing countries. 

In this paper, we could not find the direct impact of corruption on Gini, however, 
corruption by maintaining an unequal distribution of asset ownerships, an equal access 
to education, and land distribution might still impact income inequality indirectly, Gupta 
et al. (2002). Gupta et al. (2002) point out that countries with higher corruption also 
have abundant resources, higher education and health inequality, lower mean years of 
schooling, and more unequal land distribution. Therefore, they argue that adverse 
impacts of corruption can be prevented by sound management of natural resources, 
promoting labour-intensive projects, efficient allocation of resources for education and 
health, planning of social programmes, and adopting inclusive policies. However, the 
significant and negative impact of corruption on the 90/10 income gap in this paper 
suggest that policies that will reduce corruption will also reduce income inequality 
directly. 

Landlocked countries have a low economic growth as well as low human 
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development such as low life expectancy, low education levels, and per capita income. 
For example, MacKeller and Wörz (2000) find that being a landlocked country reduces a 
country’s average growth by 1.5% annually. For not having sea port increases 
transaction costs and the fees and road tolls for trade, Snow et al. (2003). Djanov et al. 
(2010) also add that customs procedures, tax procedures and other bureaucratic 
procedures cause 75% of all delays. Torres (2014) reports that it requires landlocked 
developing countries 42 days to import and 37 days to export goods, whereas coastal 
developing countries need only half of the time. These delays especially impact 
agricultural products and their prices from the developing countries that majority of the 
low-income households relies on the agricultural products for income. However, with 
right regional, national and international policies, landlocked countries can serve as 
regional hubs for manufacturing, agriculture, infrastructure and service provision that 
enhance growth and development. For example, Regional Economic Associations or the 
Common Markets by reducing bureaucratic restrictions, transit delays, and 
administrative hurdles can reduce business costs, especially for small farmers and small 
businesses, and therefore income inequality.  

The impact of corruption on innovation in this paper is consistent with the recent 
study on 21 European countries for the 2006-2016 period by Riaz et al. (2018) that the 
reduction of corruption leads to innovation which is represented by the patent 
applications. Thus, the institutionalisation of transparency and accountability, and the 
rule of law at the public institutions will benefit innovations. Finally, any study of the 
impacts of trade on development should include the direct impacts of institutions on 
development as also recommended by Akpan and Atan (2016) and Doan (2019). 

All in all, these findings highlight the fact that corruption is not an issue to overlook, 
as it has important consequences for economic development. For example, on the basis 
of the estimates in this study, if Botswana improved its control of corruption to reach the 
level of Finland, its per capita income would rise by 2.7 times, almost a threefold 
increase. There is no doubt that tackling corruption is not an easy task. In societies 
entrenched by corruption, good governance practices struggle to survive. Corruption is 
flexible and corrupt officials can easily find loopholes around anti-corruption 
legislations, initiatives, and policies. Moreover, corruption erodes social trust, and this 
may further complicate the establishment of initiatives and policies against corruption. If 
corruption takes place at many levels in society, individuals may become more tolerant 
to it and accept it as a necessary evil to live with. People may also become less willing to 
report or condemn such practices. However, this does not mean that the fight against 
corruption is a losing battle. Advances in technology are likely to become important 
tools in fighting against corruption. The availability of a large amount of information 
and the possibility of sharing it at no cost are likely to increase transparency and 
accountability. The Internet and social networks represent a free space where individuals 
can express their views but also keep their leaders and public officials accountable. The 
leaking and distribution of the Panama Papers is an example of the effectiveness of these 
technologies. 
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APPENDIX 
 

A1.  Additional Variables 
 
Worldwide Governance Indicator - Control of Corruption dimension 
It ranks countries from 0 (highly corrupt) to 100 (highly clean). 
Source: http://data.worldbank.org/data-catalog/worldwide-governance-indicators 
 
Age of democracy index (ADI) 
The ADI index is calculated by following Persson and Tabellini (2004) methodology 

and using Polity IV. (Source: http://www.systemicpeace.org/inscrdata.html)  
It’s an index ranging from 0 to 1, which measures countries’ democratic tradition:  
 

2000 −     	  	    ℎ	  	         

200
. 

 
The year of birth of democracy is the first year of an uninterrupted string of positive 

yearly POLITY ratings until the end of the sample. The number of years under 
democratic rule is then divided by 200, which is the difference between the year 2000 
and the year 1800 (beginning of the sample).  

 
R&D as a percentage of GDP 
Source: http://data.worldbank.org/indicator/GB.XPD.RSDV.GD.ZS. 
 
A2.  Countries 
 

Aruba, Afghanistan, Angola, Albania, United Arab Emirates, Argentina, Armenia, 
Antigua and Barbuda, Australia, Austria, Azerbaijan, Burundi, Belgium, Benin, Burkina 
Faso, Bangladesh, Bulgaria, Bahrain, Bahamas, Belize, Bermuda, Bolivia, Brazil, 
Barbados, Brunei Darussalam, Bhutan, Botswana, Central African Republic, Canada, 
Switzerland, Chile, China, Côte D'ivoire, Cameroon, Congo Republic., Colombia, 
Comoros, Cape Verde, Costa Rica, Cuba, Cyprus, Czech Republic, Germany, Djibouti, 
Dominica, Denmark, Dominican Republic, Algeria, Ecuador, Egypt, Arab Republic, 
Eritrea, Spain, Estonia, Ethiopia, Finland, Fiji, France, Micronesia, Fed. STS., Gabon, 
United Kingdom, Georgia, Ghana, Guinea, Gambia, Guinea-Bissau, Equatorial Guinea, 
Greece, Grenada, Guatemala, Guyana, Hong Kong, China, Honduras, Croatia, Haiti, 
Hungary, Indonesia, India, Ireland, Iran, Iraq, Iceland, Israel, Italy, Jamaica, Jordan, 
Japan, Kazakhstan, Kenya, Kyrgyzstan, Cambodia, Kiribati, St. Kitts And Nevis, Korea, 
Kuwait, Lao PDR, Lebanon, Libya, St. Lucia, Sri Lanka, Lesotho, Lithuania, 
Luxembourg, Latvia, Macao SAR, China, Morocco, Moldova, Madagascar, Maldives, 
Mexico, Mali, Malta, Myanmar, Montenegro, Mongolia, Mozambique, Mauritania, 
Mauritius, Malawi, Malaysia, Namibia, New Caledonia, Niger, Nigeria, Nicaragua, 
Netherlands, Norway, Nepal, New Zealand, Oman, Pakistan, Panama, Peru, Philippines, 
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Palau, Papua New Guinea, Poland, Puerto Rico, Portugal, Paraguay, French Polynesia, 
Qatar, Romania, Russian Federation, Rwanda, Saudi Arabia, Sudan, Senegal, Singapore, 
Solomon Islands, Sierra Leone, El Salvador, San Marino, Somalia, São Tomé and 
Principe, Suriname, Slovak Republic, Slovenia, Sweden, Swaziland, Seychelles, Syria, 
Chad, Togo, Thailand, Tajikistan, Turkmenistan, Timor-Leste, Tonga, Trinidad And 
Tobago, Tunisia, Turkey, Taiwan, Tanzania, Uganda, Ukraine, Uruguay, United States, 
Uzbekistan, St. Vincent and The Grenadines, Venezuela, Vietnam, Vanuatu, Samoa, 
Yemen, Rep. South Africa, Zaire, Zambia, Zimbabwe 
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